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Copyright 
Copyright © 2003 by Network Computing Devices, Inc. (NCD).The information contained 
in this document is subject to change without notice. Network Computing Devices, Inc. shall 
not be liable for errors contained herein or for incidental or consequential damages in 
connection with the furnishing, performance, or use of this material. This document contains 
information which is protected by copyright. All rights are reserved. No part of this 
document may be photocopied, reproduced, or translated to another language without the 
prior written consent of Network Computing Devices, Inc. 

Trademarks 
Network Computing Devices, ThinPATH, and XRemote are registered trademarks of 
Network Computing Devices, Inc. Explora, Explora Pro, ECX, HMX, HMXpro, 
HMXpro24, WinCenter, WinCenter Pro, WinCenter Connect, NCDnet, and NCDware are 
trademarks of Network Computing Devices, Inc. 

Other product and company names mentioned herein are the trademarks of their respective 
owners. All terms mentioned in this document that are known to be trademarks or service 
marks have been appropriately capitalized. NCD cannot attest to the accuracy of this 
information. Use of a term in this document should not be regarded as affecting the validity 
of any trademark or service mark. 

Disclaimer 
THE SOFTWARE PRODUCTS ARE PROVIDED “AS IS” WITHOUT WARRANTY OF ANY KIND. TO THE 
MAXIMUM EXTENT PERMITTED BY APPLICABLE LAW, NCD FURTHER DISCLAIMS ALL 
WARRANTIES, INCLUDING WITHOUT LIMITATION, ANY IMPLIED WARRANTIES OF 
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. THE 
ENTIRE RISK ARISING OUT OF THE USE OR PERFORMANCE OF THE SOFTWARE PRODUCTS AND 
DOCUMENTATION REMAINS WITH THE END USER. 
TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE LAW, IN NO EVENT SHALL NCD OR ITS 
SUPPLIERS BE LIABLE FOR ANY CONSEQUENTIAL, INCIDENTAL, DIRECT, INDIRECT, SPECIAL, 
PUNITIVE, OR OTHER DAMAGES WHATSOEVER (INCLUDING, WITHOUT LIMITATION, DAMAGES 
FOR LOSS OF BUSINESS PROFITS, BUSINESS INTERRUPTION, LOSS OF BUSINESS INFORMATION, 
OR OTHER PECUNIARY LOSS) ARISING OUT OF THE USE OF OR INABILITY TO USE THE SOFTWARE 
PRODUCTS OR DOCUMENTATION, EVEN IF NCD HAS BEEN ADVISED OF THE POSSIBILITY OF 
SUCH DAMAGES. BECAUSE SOME STATES/JURISDICTIONS DO NOT ALLOW THE EXCLUSION OR 
LIMITATION OF LIABILITY FOR CONSEQUENTIAL OR INCIDENTAL DAMAGES, THE ABOVE 
LIMITATION MAY NOT APPLY TO YOU. 

Revision History 

April 28, 2003 NCD ThinPATH Load Balancing Release Notes V.2.11.7 
March, 2003.  NCD ThinPATH Load Balancing Release Notes V.2.8.1 
January, 2000 NCD ThinPATH Load Balancing Release Notes V 2.07, Rev. C. 
October, 1999 NCD ThinPATH Load Balancing Release Notes V 2.06, Rev. A. 
May, 1999 NCD ThinPATH Load Balancing Release Notes V 2.01 
March, 1999 NCD ThinPATH Load Balancing Release Notes V 2.0 

 
 
 
 

Network Computing Devices, Inc. 
10795 SW Cascade Boulevard 
Portland, Oregon 97223 

Page 2 



NCD ThinPATH Load Balancing – Release Notes 

Introduction 
This document provides information about issues and problems that 
may occur when using NCD ThinPATH™ Load Balancing. 

Version Updates 

Version 2.11.7 updates Load Balancing as follows: 

• Only one file is now required to install ThinPATH Load Balancing 
where multiple files were provided earlier. 

• This version supports the ThinPATH Executive license keys that also 
enable the other components of Executive. 

Version 2.8.1 updates Load Balancing as follows: 

• Only the component for NCD ThinSTAR devices has been updated. 
This component installs on a ThinPATH Portal server. The Portal then 
deploys the Load Balancing client software to ThinSTAR 500.NET 
and ThinSTAR legacy terminals.  Details on installing this component 
on the Portal are included in the NCD Load Balancing Startup Guide. 

Version 2.07 updates Load Balancing as follows: 

• Supports the NCD ThinPATH Manager Configuration Tool to 
centrally define NCD ThinSTAR load balanced connections to servers 
and to configure load balancing. 

• These features require NCD ThinSTAR Operating Software version 
2.01 and NCD ThinPATH Manager version 1.01. You may refer to 
the NCD ThinPATH Manager documentation for more information 
about that product. 

• Added support for NCD ThinSTAR 300TR. Requires NCD 
ThinSTAR Operating Software 2.0 or greater. 

• Added auto login dialog to the NCD ThinSTAR Load Balance 
connection wizard. 

Known Issues 
1. NCD Client Services 

Version 2.x Load Balance features are not supported consistently 
on Load Balance clients if you install Client Services 2.x in a 
domain with version 1.0 Load Balance servers. 
In particular, the version 1.0 servers and the version 1.0 protocol 
do not support published applications. As a result, the Load 
Balance client cannot consistently display the list of published 
applications. To see the list of published applications, upgrade all 
Load Balance servers in the domain to version 2.x. 
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2. List of published applications 
If version 1.0 Load Balance servers on the same subnet respond to 
a Load Balance request, they do not display the list of published 
applications. To see the list, direct the request to a version 2.x 
server. 

3. NCD ThinSTAR Operating Software supported 
NCD ThinSTAR Load Balancing is supported on ThinSTAR 
Operating Software version 1.11 and newer. 
You can send Load Balance connections to NCD ThinSTAR 
terminals via the NCD ThinPATH Manager Configuration Tool 
only if NCD ThinSTAR Operating Software 2.01 is installed on 
the terminals. 

4. Changing the server load factor calculation 
The default server load factor calculation is based on the system 
load, the number of users, and the number of incoming session 
startup requests. The load factor can be modified to use different 
weight factors by setting the following registry entries. 
Locate the following key: 

[HKEY_LOCAL_MACINE\Software\NCD\ClientServices\LoadBalance] 

add the following values: 
UserPercentage      DWORD  0-100  (default 33) 

LoadPercentage      DWORD  0-100  (default 33) 

IncomingPercentage  DWORD  0-100  (default 33) 

These values set how much weight is applied to the number of 
users, the system load, and the number of incoming session 
requests, respectively. This change should be made to all servers 
with load balancing installed, not just one server. 
The total should be 100. 
When UserPercentage is set to 100, the server’s load factor is 
based on the current number of active sessions (users logged in). 

5. How Load Balance service uses maximum connection count 
values for a server 
The Load Balance service diverts sessions from a server that has 
reached the maximum connection count. 
You can review connection count values by selecting 
Administrative Tools (Common) > Terminal Server 
Connection Configuration, then double clicking a supported 
protocol. 
The Load Balance service interprets counts for protocols as 
follows: 

—  If Unlimited is checked, the protocol is not included in the 
maximum connection count. 

—  If there is a connection count (and Unlimited is not checked), 
the protocol is included in the count. 
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The Load Balance service adds the connection counts for all of 
the supported protocols. This equals the maximum connection 
count for the server. 
If all supported protocols allow unlimited connections, no 
maximum connection count applies. 
If one protocol has a maximum connection count and another 
allows unlimited connections, the Load Balance service diverts 
sessions from the server after the maximum connection count for 
the restricted server. 
As an example, suppose a server has two protocols, A and B. A 
allows a maximum connection count of 10 and 3 users are logged 
on. B allows unlimited connections and 2 users are logged on. The 
maximum connection count for the server is 10; the total number 
of users logged on is 5. After 5 more users log on, using either 
protocol, the Load Balance service diverts sessions from the 
server. 

6. Ignoring disconnected sessions 
If all of your load balance servers refuse disconnected sessions or 
remove them after a specified timeout (reset them), you can 
manually configure the Load Balance service to ignore 
disconnected sessions when starting a new connection. Ignoring 
disconnected sessions reduces processing on the servers in the 
target group and improves connection startup performance. 
To ignore disconnected sessions, locate the following registry 
key: 

[HKEY_LOCAL_MACHINE\Software\NCD\ClientServices\LoadBalance] 

Add the following value: 
NoReconnect    DWORD    1    (default 0) 

Additional Documentation  
Documentation is available on the NCD Web site at 
http://www.ncd.com/support/docs_thinpath.html, including: 

ThinPATH Portal Administration Guide 
ThinPATH PC Users Guide 
ThinPATH Desktop Mirror Startup Guide 

http://www.ncd.com/support/docs_thinpath.html
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