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Supported Terminals

NCD ThinPATH Load Balancing supports the following ThinSTAR terminals:
Current Terminals:

. ThinSTAR 532.NET

. ThinSTAR 564.NET

Legacy Terminals:
. ThinSTAR 500/332/332 Web

= ThinSTAR 400 /450 /232
= ThinSTAR 300
= ThinSTAR 200

NOTE: ThinPATH Load Balancing 2.07 includes ThinSTAR software for the ThinSTAR 200,
ThinSTAR 300 series and ThinSTAR 400 terminals. Software for all ThinSTAR terminals is
included in version 2.8.1.

NCD ThinPATH Load Balancing

NCD ThinPATH® Load Balancing has server and desktop components that distribute desktop
connections among servers, balancing their loads. Load balancing functionality is described in user
documentation.
= Load balance servers
—You prepare for load balancing by configuring servers in a load balance group identically.
Within a group, the recommended practice is to run the same applications on all servers.
—You install load balancing software on the servers.

—You define groups of servers and associate applications with them. All servers in the
domain maintain current information about groups, applications, and activity levels.

—You monitor performance using the Microsoft Performance Monitor and adjust your load
balance configuration as needed.
= Desktops (ThinSTAR terminals or PCs)
—You install load balancing software on the user system.

—Users create load balance connections to defined load balance groups and published
applications. With the optional NCD ThinPATH Portal, you can distribute the connections
to both Legacy ThinSTAR terminals and ThinSTAR 500.NET terminals automatically.
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—A user initiates a connection request. A contact server directs the connection to the least
active load balance server.

By default, the request is broadcast to the user's domain; the contact server is
the first server to respond. A user can have the client broadcast to a different
domain or preferred servers in turn.

. User documentation
This document can be downloaded from NCD’s web site:
http://www.ncd.com/support/docs_thinpath.html.

Software Installation

This section explains how to install software on Windows Terminal Servers, ThinSTAR terminals,
and PCs. Subsequent sections explain how to configure the software and use the services.

Software

Software for NCD ThinPATH Load Balancing can be downloaded from the NCD web site. A
recommended way of installing the software is as follows:

Download and save TPath_LoadBal.exe to a server.

Run TPATH_LoadBal.exe and follow the WinZip prompt to extract the files to a specified drive.
The executable creates the following folders:

. Server: has the Load Balance Client Services software for a Windows Terminal Server.

. TsLB: has client software for NCD ThinSTAR terminals. You load this software onto the
Windows NT server running NCD ThinPATH Portal; terminals are upgraded when
restarted.

= PcLB: has load balancing client software for PCs.

Share the specified drive out to all devices planned to participate in load balancing.
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The software is installed as follows:

Loz=d Balknce
Client 22 rvices Softweane for
Windows Terminzl Serers

Load Bakbnce Client
Software for ThinS TAR=

WG ThinPATH Lo=sd —r *
E=krncing for PCs
—Se=zio .

Lg’ - EE ThinSTAR ™, -

Seszion || == el le=

— A=

— s =

- Seszion S Seesion : = =
perrrrrerreas — Windowes Terminal L« Serverwith ThinSTAR
Senrer zragernent Softwarne

ThinSTAR  orThinPATH Portzl

Installing NCD Client Services

The NCD Client Services component for load balancing is in the Server directory. The component
install depends on the license keys provided. You must install the load balancing software on every
server that is to participate in load balancing.

To install software on the server, you need:

A Windows 2000 server or Microsoft Windows NT Server 4.0, Terminal Server Edition
Administrative rights to install or configure the software
Domain administrator rights to configure the software

To install NCD Client Services:

Go to the Server directory on the network share (as specified in the Software Installation

—For a new installation, the license key is found on the ThinPATH Load Balancing
Certificate received upon purchase of the product, or an eval key to demo load balancing
can be obtained from NCD. Type the 22-character license key, including the dashes (-), in

—If an existing license key is displayed, the install uses the existing key.

1. Log onto the server as the administrator.
2.
section above) and run Setup.
Select Install or Update NCD Client Services and click Next.
4. Enter licensing information, then click Next.
the License installation
5.

NCD ThinPATH Load Balancing
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6. If asked to restart the system, select Restart to restart your computer now, and click Finish.
The new installation does not take effect until your computer is restarted.

To upgrade a license key:
1. Log onto the server as the administrator.

2. Select Start | Programs | Administrative Tools (Common) | NCD License Manager

3. Enter the new license keys. These replace the current keys.

Installing Software on a Legacy ThinSTAR

Load balancing software is installed on legacy ThinSTAR terminals through NCD ThinSTAR
Management Server (TMS) or NCD ThinPATH Portal.

Note: For more information about ThinPATH Portal, see the NCD ThinPATH Portal Install Guide .

To install load balancing on a Legacy ThinSTAR terminal, you must have:

= A ThinSTAR terminal with 8 MB RAM (16 MB recommended)

= NCD ThinSTAR Management Server (TMS) version 3.0 or greater installed on a
Windows Terminal Server or NCD ThinPATH Portal version 2.31 or greater installed on a
Windows 2000 server

To install the software on either a TMS or ThinPATH Portal server:
1. Log in as administrator on the server that has TMS or Portal installed.

2. Go to the TsLB directory on the network share (as specified in the Software Installation
section) and run Setup.

3. Restart the ThinSTAR to upgrade its software.

Installing Software on the PC

To install load balancing on a PC, you must have:

= A PC with Windows 95, Windows 98, Windows NT 4.0, Windows 2000 Professional, or
Windows XP

= Microsoft TCP/IP networking properly configured

. An RDP or ICA client installed on the PC

= An account on a Windows Terminal Server that has the RDP or ICA client (or both)
installed

To install the software:

1. Log in and go to the PCLB directory on the network share (as specified in the Software

Installation section).

Run Setup and follow the instructions on the screen.

Options and Procedures

This section describes options for configuring load balance servers and procedures for creating load
balance connections for NCD ThinSTAR terminals and PCs.
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Configuring and Using the Load Balance Service

You configure load balance servers by defining groups and assigning servers to a
group. As an option, you can associate applications with groups.

Tips for Setting up Groups

In setting up groups, consider the following:

Each server can be a member of only one group.

You can drag a server between manageable load balance groups and unassigned load
balance servers.

An initial application can be associated with the group. It overrides any application
assignments a user makes.

Connections can have different connection types (RDP or ICA, for example) if the types
exist on all members of a load balance group and on the client.

Load balancing uses TCP/IP port number 2683.

Tips for Setting up Groups using Multiple Domains

Load balancing occurs within a group and in a typical group, all servers are in the same domain.
For multiple domains, consider the following:

You can move a group from a different domain to Other Known Load Balance Groups in
your domain.

The group's original domain is added to the beginning of the group name with a colon. If the
group already exists, a number is added to make the name unique.

The same process is used for published applications in the group.

You cannot drag servers from one domain to another. However, you can use the menu to
add a server from another domain to your domain. To do this, right click the group name in
your domain and select Add Load Balance Server. If the server is not running or the
service is not running, the server name has a slashed red circle to indicate that it is not
available. If you have registry write access to the server, you can manage it in your domain
and it is updated with the domain's group information.

Unexpected results may occur when load balancing servers on one subnet are from different
administrative domains.

If a domain crosses subnet boundaries, we recommend that you configure WINS so servers
are listed on the network.
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Configuring Groups of Servers

This section has basic procedures for defining groups of Windows Terminal Servers and assigning
servers to the groups. As you configure servers, you can right click for more options, and you can

get additional information in online help.

You can configure all groups of servers for a domain from one server. Initially, all of the servers
are unassigned. You define manageable groups, then drag and drop unassigned servers into them.
When you click Apply or OK, the group information goes to all load balance servers (including

unassigned ones). The following is an example:

Manageable Load Balance Groups
are groups you have defined. You drag
and drop severs from the Unassigned
Load Balance Servers onto your
groups.

Published Applications are
applications users can connect to.

Other Known Load Balance Groups
(groups in other domains) are known in
this domain, so users can connect to
them. Group information is not
updated across domains.

Unassigned Load Balance Servers
have load balance software installed
and running, but are not assigned to any

group.

Other domains may be listed. You
can copy groups from these domains
into Other Known Load Balance
Groups in your domain. This lets
users make connections to groups that
may not be available in your domain.

To define groups:

= @ Laad B alance Damains
cef BEAVERTOM

F-£7 04_DOMAIN
EHi] b anageable Load B alance Groups
- -2 Didie

E% Fublizhed &pplications

P ™ Hotepad
=0 Servers

E--@ Wonderland
% Publizhed Applications

=0 Servers

.....

o) 1924315414
L) 192 4315415
~{Z7] Other K.nown Load Balance Groups
E|{=__| Unazzigned Load Balance Servers
- % BOBL_MTTSE

..} EDSERVERT

1. Select Start | Programs | Administrative Tools (Common) | NCD Client Services.

2. Right click on Manageable Load Balance Groups to add groups in this domain or right click
on Other Known Load Balance Groups to add groups in domains outside this domain.
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To assign a server to a group:
1. Asneeded, drag and drop servers between the Manageable Load Balance Groups and
Unassigned Load Balance Servers.

2. Ifaserver is not listed with Unassigned Load Balance Servers , you can add it to a
Manageable Load Balance Group in the same domain. To do this, right click the Group icon
and select Add Load Balance Server, then specify the server's name or IP address.

3. Click Apply to distribute information to other servers in the domain.

Connection Options
You can organize load balancing so that users can connect to:

. Dedicated applications

= Published applications

- Desktops

= Load balance servers in other domains

= Load balance servers on a remote subnet

This section discusses these connection options, using order processing and shipping as examples
of applications.

Dedicated Application

You can create a group that provides one application (e.g., Order Processing), then every
connection to the group starts that application.

By default, when the user asks to connect to the group, the client broadcasts for a server on the
local network. All servers in the domain know the activity levels of all servers, and the first server
to respond directs the connection to the least active server. The connection starts up the dedicated
application (e.g., Order Processing).

Saper 1
Connect to least active server

Loz ir'rf-!:-rr'nati-::-n
Brosdoast for a local senrer

Connect to Order Processing group
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Published Application
You can define published applications for a group, then users can define connections to the

applications they need.
The following group has three servers with order processing and shipping as published
applications. User A has defined a connection to order processing and User B has defined a

connection to shipping.

Lesad info rimaticon
Broadcast fora Broadcastfora
local server local server
Cennect to Order C-::nna:’_ctc-_ﬁhipping
Proceszing application Appleation

r T
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Desktop Connection
For users who have more general application needs, you can create groups and let users create

connections that bring up a Windows desktop.

The following example shows two load balance groups, A and B, both in the same domain. Each
group has three servers with order processing and shipping as published applications. A connection
to the group starts up a Windows desktop, then the user starts an application from the desktop.

Gireup A,

Senser 52 =
Sepser 51 Senser 53
"

Least actve server

|
Lead infermation

Lezst active server

Lead infermation

4 .
Start & Windows deskiop Connection Start & WIFJQWE clezktop
oha server in Group A connecticn ehn a senver in Group B

| UsarA | [ UsarB )
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Load Balance Server in Another Domain

You can give users access to applications in groups of other domains by including them in a
category called Other Known Load Balance Groups.

In the following example, User A and User B normally start connections to the order processing
application, which is on all of the servers in the Order Processing Group in Domain X. However,
they also have access to the shipping application, which is on the servers in the Shipping Group in
Domain Y.

Derrein X Derriin ™
Croder Processing Group sShipping Greup

: Sehver Y2
Serer v

Least active server

g

Lezszt active server

|
Lead informmatic

Brosdocastfora Brosdoast fora

local server local seroer Thizs breadcast locates a server

in the Shipping Group because

Derrain A includes it as

Cc:nna:t.ta Circler C-::_r‘mg:t tiee Another Ki 0l B e
Processing greup Shipping greup Group.
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Server on a Remote Subnet

A user can connect to a group or application in another domain (one outside other known load
balance groups). To do this, the user sets a connection wizard option to query a server in the
domain for available groups and applications. The option is in Options | Load Balance Servers.

D rrisin 4 Derrainy
Order Processing Greup Shipping Group

f Serser £33

Least active server

I
Lead infermation

Least active server

Lesd irﬁcalrrrati-:an

| ]
Broadcaszst fora Broadcast tor & server
local server oh ancther subnet
Connect o QOrder Connect to Order
Proceszing Applicaticn Frocessing Application
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Disabling Load Balancing During Server Maintenance

When you want to take a server down for maintenance, select Start | Settings | Control Panel |
Administrative Tools | Services | NCD Client Services and stop the service to prevent having
user sessions assigned to it. Restart the service when maintenance is complete.

Measuring Performance

Extensions to the Microsoft Performance Monitor provide information that you can use to monitor
your load balance services.

To obtain performance data:

1. Select Start | Programs | Administrative Tools | Performance.

2. Click the + icon.
3. Select NCD Client Services as the Performance object.

For example:

= Use local computer counters Add
¢ Select counters from computer; Tioee |
“WEDSERVER ~|

E xplain

Performance object:

= Al counters " Allinstances

¥ Select counters from list ¥ Select instances from list:

1 Minute Load Average

15 Minute Load Average
A Minute Load Average
Compozite load calculation

Jobs in the run gueus
Proweszzor ratinn et
| | »

4. Select any or all of the counters shown to monitor a system's load factors. For a description of a
counter, click on it to highlight it, then click Explain.
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Load Balancing from a Legacy ThinSTAR

Once load balance software is installed on a ThinSTAR and load balance groups are available on
the network, a user can create a load balance connection. The connection specifies a load balance
server group or a published application rather than a specific server.

The connection also specifies a client type and the information needed for it. A connection can
specify a startup application unless one is defined for the load balance group.

Creating a Load Balance Connection
To create a new load balance connection from a ThinSTAR terminal:

1.

With the ThinSTAR terminal running, press Ctrl+Alt+End to go to the Connection Manager
(if it is not already visible), select the Configure tab, and click Add.

Select NCD Load Balanced Terminal Server Client and click OK to display the load balance
connection wizard.

Select an available group or published application and click Next.

Select a connection type from those listed and click Next. A type (ICA or RDP--Terminal
Server Client) is available if it is supported by the group and is installed on the ThinSTAR.

Enter a name for the connection and click Next.
Make selections for the connection type chosen, then click Next.

—-For RDP , you can select a Low Speed Connection.
—-For ICA , you can select the connection type, window colors, and performance options.

If the connection is to a group and no initial application is specified for the group, you can
specify whether the startup program for the connection is a Windows desktop or an application.

Click Finish to save the new connection. The name now appears on the connection list, with
NCDLB (NCD load balancing) as the type.

NCD ThinPATH Load Balancing 16



Distributing Connections Automatically

If you have the optional NCD ThinPATH Manager for legacy ThinSTAR terminals, you can
distribute load balance connections legacy ThinSTARs automatically.

NOTE: See Appendix A for distributing connections using ThinPATH Portal.

To add a connection for automatic distribution:
Start the NCD ThinPATH Manager Configuration Tool, then select Connections | Configure.

1.

2.

3.

__Untitled - NCD ThinPATH Manager Configuration Tool E = IEIIiI

File Subclass TMS  Utilities Help

0| ==

""" E Untitled Glabal Settings Generall Input I Displa_l,JI Networkl Securit_l,ll Management | Extensions Connections® |
v Include Connection page settings in configuration
Configure® |Limits I Hemovel
—v Connections
Connection Mame | Type | Startup |
Divie MCDLE
Add.. Edit... LDelete [0 efault Sutostart I
1] 3
Ready LM v

With the Include and Connections options selected, click Add, choose NCD Load Balance
Client as the type of connection, and follow instructions on the screen.

Restart the terminals to update them.

Starting a Load Balance Connection
To start a load balance connection from a ThinSTAR terminal:

1.

2
3.
4

Press Ctrl+Alt+End to go to the Connection Manager (if it is not already visible).
Select the Connections tab.

Highlight the connection.

Click Connect.

NCD ThinPATH Load Balancing
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Editing or Deleting a Load Balance Connection

To edit or delete a load balance connection for a ThinSTAR terminal:
1. Press Ctrl+Alt+End to go to the Connection Manager, if it is not already visible.

2. Select the Configure tab and highlight the connection.

3. To edit, click Edit and change information as needed. (You cannot change the protocol.) To
delete, click Delete and confirm that you want to delete the connection.

Specifying a Contact Server

By default, a request for servers is broadcast on the local subnet and the first load balance server
that responds handles the request. However, you may want to create a list of preferred servers or
specify a broadcast address to a different subnet.

To specify a contact server:

1. Press Ctrl+Alt+End to go to the Connection Manager (if it is not already visible).

2. Press F2 to display Terminal Properties, then select the Management tab.

3. In the client configuration section, select NCD Load Balanced Terminal Server Client and
click Configure.

4. Enter a list of preferred servers or an address, then click OK .

NCD ThinPATH Load Balancing
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Distributing Contact Server Information Automatically
If you have the optional NCD ThinPATH Manager, you can distribute load balance connections

to ThinSTAR terminals automatically.
To distribute contact server information automatically:
1. Using the Configuration Tool, select Management | Clients | Configure.

=10l x|

% Untitled - NCD ThinPATH Manager Configuration Tool
File Subclass TM3  Lkilities Help

0| =|E|

""" i Uniitled Global Settings GenEIaII Input I Displayl Netwulkl Secuity Management® | EHtensiansI Connections™

v Include Management page settings in configuration

F‘ninterl Audio I Serverl Hu:utkey&l Networkl Power Clients® |SNMF‘| Syateml

Options | Default Configure” |
—v Client Configuration

Client Name | Configured |

Citrist IC& Client »6.20 Mo

MCD Load Balance Clisnt Mo

LConfigure. .. I Eemove

< |+
Ready MILIM .

2. Select NCD Load Balance Client , then click Configure . Complete the following screen to
configure load balance server characteristics for your ThinSTAR terminals, then click OK

Load Balance Servers x|

¥ Broadcast on local zubnet

— Server Freferenices

% |lse prefened semver list Edit,.. |

£ Uze broadeast address:
|55 Jess 255 fo

4 Cancel |
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Load Balancing from a PC

Once load balance software is installed on a PC and load balance groups are available on the
network, it is possible to create a load balance connection on the PC. The connection specifies a
load balance server group or a published application rather than a specific server.

The connection also specifies a client type and the information needed for it. It can also specify a
startup application unless one is defined for the load balance group.

Creating a Load Balance Connection from a PC

To create a new Load Balance connection from a PC:
1. Start the PC, then select Start | Programs | NCD Software | NCD Load Balancing to start the
Connection Manager.

2. Click Add to start the connection wizard, or right click on the desktop icon for any NCD
ThinPATH Load Balance connection, then select Add NCD Load Balance Connection.

Select a group or published application and click Next.

4. Select a protocol that the group and the PC support (ICA or RDP--Terminal Server Client) and
click Next.

5. Enter a description for the connection and click Next.
6. Make selections for the connection type chosen, then click Next.
—For RDP , you can select a low speed connection and the window size.

—For ICA , you can select the connection type, a low speed connection, the window size, and
performance options.

7. If the connection is to a group without an initial application, you can have the connection start a
Windows desktop or an application.

8. Select a program group (NCD Load Balance Connections, by default) and an icon.

9. Click Finish to save the new connection. The name now appears on the connection list, along
with the protocol type.

Starting a Load Balance Connection from a PC

To start a load balance connection from a PC:
1. Select Start | Programs | NCD Software | NCD Load Balancing to start the Connection
Manager.

2. Highlight the connection and click Start.

Modifying a Load Balance Connection from a PC

To edit a load balance connection:

1. Select Start | Programs | NCD Software | NCD Load Balancing to start the Connection
Manager, then highlight the connection, and click Edit. Or, as a shortcut, right click on a
desktop icon for a load balance connection, then select Edit NCD Load Balance Connection.

2. Change information as needed. (You cannot change the protocol.)

To delete a load balance connection:
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1. Select Start | Programs | NCD Software | NCD Load Balancing to start the Connection
Manager.

2. Highlight the connection, click Delete, and confirm that you want to delete the connection.

Specifying Preferred Servers or an Address

By default, a request for servers is broadcast on the local subnet and the first load balance server
that responds handles the request. However, you may want to create a list of preferred servers or
specify a broadcast address.

To specify a list of preferred servers or a specific address:

1. Select Start | Programs | NCD Software | NCD Load Balancing to start the Connection

Manager.
2. In the Options menu, select Load Balanced Servers.

3. Enter a list of preferred servers or an address then click OK.
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Appendix A

This section covers the NCD ThinPATH Load Balancing 2.8.1 software download. This software
does not include NCD Client Services or client software for the PC and can exist with the previous
2.0.7 version of Load Balancing.

Supported Terminals

ThinPATH Load Balancing 2.8.1 supports the following ThinSTAR terminals:

Current Terminals:
. ThinSTAR 532.NET

. ThinSTAR 564.NET

Legacy Terminals:
. ThinSTAR 500 /332 /332 Web

= ThinSTAR 400 /450 / 232
= ThinSTAR 300
= ThinSTAR 200/ 232

NOTE: ThinPATH Load Balancing supports a PC, but not ThinPATH PC desktops at this time.

Software Installation

Installation of NCD ThinPATH Load Balancing via ThinPATH Portal allows support for all of the
ThinSTAR terminals. For more information on ThinPATH Portal, please see the NCD ThinPATH
Portal Administration Guide, located at:

http://www.ncd.com/support/docs_thinpath.html

To install the software:
1. Log in as administrator on the Portal server and go to the folder where the executable has been
downloaded.

2. Run ptslbsetup.exe.
3. Restart the NCD ThinSTARSs to upgrade its software.
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|: ThinPATH Portal Explorer 1.4 Build 34 EE

- Management Tasks - - Deploy Software

Report =) Default Software | Sizel Wersion | Policy
TSB00.MET MCD Portal Client 76,784 1270 Uparade If Mewer
Deploy Software TSEO0.MET MCD ThinPATH Load Balamcing 509,929 281.0 Uparade [f Newer

Group Desktops
Sawve Configuration

Logout

Licensing

A

0  ThinPATH Paortal 50
1]

———
1] ThinPATH PC 0

rSoftware
Upgrade if Different

| 2

Total Install Size: 586.713

-

Upgrade If Newer

I~

Statuz: Connected to localhost as administratar m

Creating a Load Balance Connection on a ThinSTAR 500.NET

To create a new load balance connection from a ThinSTAR 500.NET terminal:

1. With the ThinSTAR terminal running, press Ctrl+Alt+End to go to the Connection Manager
(if it is not already visible), select the Configure tab, and click Add.

2. Select NCD Load Balanced Terminal Server Client and click OK to display the load balance
connection wizard.

Select an available group of published application and click Next.

4. Select a connection type from those listed and click Next. A type (ICA or RDP — Terminal
Server Client) is available if it is supported by the group and is installed on the ThinSTAR.

5. Enter a name for the connection and click Next.
6. Make selections for the connection type chosen, then click Next.

— For RDP, you can select a Low Speed Connection.
— For ICA, you can select the connection type, window colors, and performance options.

7. 1If the connection is to a group and no initial application is specified for the group, you can
specify whether the startup program for the connection is a Windows desktop or an application.

8. Click Finish to save the new connection. The name now appears on the connection list, with
NCDLB (NCD load balancing) as the type.
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Starting a Load Balanced Connection
To start a load balance connection from a ThinSTAR 500.NET terminal:

1.

2
3.
4

Press Ctrl+Alt+End to go to the Connection Manager (if it is not already visible).
Select the Connections tab.

Highlight the connection.

Click Connect.

NCD Connection Manager, (Press F2 to set. Appliance Properties)
Connections | Configure

Connection Mame Type Status
Fh NCOLE
& webh connection Web

Editing or Deleting a Load Balance Connection
To edit or delete a load balance connection for a ThinSTAR 500.NET terminal:

1.
2.
3.

Press Ctrl+Alt+End to go to the Connection Manager (if it is not already visible).
Select the Configure tab and highlight the connection.

To edit, click Edit and change information as needed. (You cannot change the protocol.) To
delete, click Delete and confirm that you want to delete the connection.
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Specifying a Contact Server

By default a request for servers is broadcast on the local subnet and the first load balance server
that responds handles the request. However, you may want to create a list of preferred servers or

specify a broadcast address to a different subnet.

To specify a contact server:

1. Press Ctrl+Alt+End to go the Connection Manager (if it is not already visible).

2. Press F2 to display Appliance Properties, then select Control Panel.
3. In Control Panel, double click on the NCD Load Balancing icon.
4

Enter a list of preferred servers or an address, then click OK.

NCD Appliance Properties

| General | Display | Metwork | Control Panel | tnyentory |
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Distributing Contact Server Information and Connections Automatically.

With NCD ThinPATH Portal, you can distribute load balance connections and contact server to
ThinSTAR 500.NET terminals automatically.

Following the directions mentioned in Creating a Load Balance Connection on a ThinSTAR
500.NET and Specifying a Contact Server, pick a ThinSTAR 500.NET and configure it with the
load balance connections and set the contact server to be the Portal server that will distribute the
connection information to the other ThinSTAR 500.NET terminals.

On the ThinPATH Portal Server:

1.
2.

Log into Portal Explorer

Make sure the ThinSTAR 500.NET terminal you have configured is listed in the Report
section. If not, check on the ThinSTAR that the contact server defined is the same as the server
you’re on. You may also need to reboot the ThinSTAR to make sure it talks to the Portal
server.

Go to Group Desktops and Add a group name for the ThinSTAR 500.NET terminals, e.g.
Bldg 5.

Click on the Unassigned group | TS500.NET and the configured ThinSTAR should be listed
there.

Drag and drop the ThinSTAR to the created group.
Click open the created group | TS500.NET

Highlight the ThinSTAR and click Reference Terminal. This will put a terminal icon next to
the terminal, the group name, and the TS500.NET name.

Click Save to save the configuration on the Portal server.
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m ThinPATH Portal Explorer 1.4 Build 34

rGroup Desktops

+ Unassigned Name | Mac | P | Subret Mask
ENCDEEBFCA  DOFOCSGEBFCA 19243159138 255.255.255.0

Deploy Software

Group Desktops

Save Configuration

Logout

Licensing

0  ThinPATH Paortal 50
0

T
1] ThinPATH PC 1]

~Group Commands —
Add

| 1| | 3]

Status: Connected ta localhost as administrator m

9. Restart The ThinSTAR 500.NET to upload the configuration to the Portal server.

10. After the ThinSTAR is restarted, Refresh the Portal Explorer screen and the terminal icon will
change to a checkmark, indicating that the terminal has been referenced. All ThinSTAR
500.NET terminals added to this group will receive the configuration.

m ThinPATH Portal Explorer 1.4 Build 34

Group Desktops

S
Group Desktops e Unassigned
- - e o BldgS
Save Configuration b o TSBOONET

Subnet Mask

255 285 2550
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